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Study design:
The very first thing you must have for any study, no matter in what area of research, is a question. Let me repeat: Every research project must start with A QUESTION. In all of my career, every time anyone came to me for my statistical input, the first thing they hear was "What is your question?"
I hope this is clear. If not, please read the first paragraph again.
THE QUESTION will tell us what we want to measure and how many times. Depending on the question, you will plan one of two types of studies, observational or intentional. These types seem to be self-explanatory, but for the record, observational studies do not interact with the subjects to test any kind of "treatment". We observe data (this could include extracting data from some kind of database) "in nature", but still the data collection must be carefully planned so as not to be biased.
The totality of subjects that we could potentially include in our database has its own characteristics (percentage male, female, health characteristics, socio-demographic categories, etc.). 
"Sampling" refers to the structured plan for collecting data. 
Types of sampling:
· Random – subjects are randomly selected from the target population (probabilistic sampling)
· Purposive or judgmental – the researcher decides whether or not to include a subject
· Strata quota – well-defined subgroups are selected to include a pre-defined number of subjects
· Convenience – the most easily obtained data are collected 
· Every nth observation in a list – presumes that the totality of data is available in a “list”



Example:
Let's say we have a chemical substance that we think will give patients relief from a condition.  Where do we find our subjects? Local doctor’s offices? hospitals? There, we will only find subjects who are health-conscious enough to consult with a doctor. What if our question also addresses the sufferers in the general public? Does our total population of interest consist of all patients (in our country? The world?). Different cultures and countries will have different races, eating habits, etc. These factors could produce treatment differences.

Is the condition curable, or chronic and incurable? If curable, we cannot just treat a group of patients and see what the results are, because there is a natural tendency for our bodies to heal themselves. So, we have to have two groups, a treatment group and a control group. 
So, how do we know that there are differences between the treatment and control groups that are not due to the treatment? The two groups must be "identical" in all other respects except their group membership. We randomly assign the patients to one of the two groups. This randomization guarantees that, within the limits of random chance, each of the two groups are identical to the group they were selected from.
If the subject knows that he or she is taking placebo (no activity with respect to the condition), the effect may negated. If the doctor knows what the subject is taking and has to evaluate the effectiveness, those subjects on active treatment may be subconsciously evaluated as having more improvement than the placebo subjects. Thus, the study treatment must be double-blinded (neither the subject nor the doctor knows which treatment the subject is taking.
Now let’s go back to the characteristics of the larger selected group. The question will determine which and how sampling technique is used. Clearly, if all our subjects are recruited at a hospital, there will be a bias towards ill people, or people associated with ill people. However selected, our results from treating our two groups are only generalizable to the "parent population". The randomization will reproduce two groups with structures (characteristics) like the parent group.
Remember! So far, our data have all been independently selected. Thus, we cannot (yet) analyze data that include several measurements on the same patient.


Here we elaborate on some of the designs introduced on the web page (added in blue):
· Parallel groups - described above; several groups could be run in parallel;
The most important principle here is that the groups to be compared must be treated absolutely identically except for the group they are assigned to.

· Crossover / Latin squares - used for comparing treatments within patient. Clearly, these observations are not independent, so we haven't yet seen the statistical methods for this design. In the classical, so-called "2x2 crossover design", patients are randomized into two treament sequences: half take first treatment A and then B; The other half takes first treatment B and then A.
For the 2x2 crossover study, subjects are randomized into one of 2 sequences, AB (first take A, then B), or BA (first B, then A). In this way, we can take advantage of the comparison of A and B within each patient (more powerful statistics – half of the usual sample size). The two sequences are necessary to take into the account that the order could have an effect that is not due just to treatment.

· Factorial designs - developped to control for factors that may have an influence on the outcome and can be defined as each having a (small) finite number of "levels". For example, in the study described above, treatment would be one factor and another could be "place of treatment", being either a hospital or home environment. Hence, two factors (treatment, place), each having two levels (A and B, hospital and home).
blue blabla goes here – fixed versus mixed
 
· Meta-analysis - not really a randomized study per se. This method combines several independent studies in an attempt to investigate trends across studies.
Meta-analysis is most often a method of summarizing results of several studies that are similar to one another. The meta-analysis is like a study, though, in the sense that we start with a protocol that makes precise the way that studies will be selected (treatments, durations, type of subject, etc.). Meta-analysis is not a replacement for a well-executed, randomized study, nor a way to reduce the sample size. The tool most often used is the Forest Plot.
[bookmark: _GoBack]


Simple sample size:

Suppose we wanted to estimate the percentage of voters who will vote democratic socialist in the next election (trust me, we are not jumping off the subject).  We will ask n voters and tally their responses. So, suppose we 

So, for n observations in our data set, the formula for the error is:



On the web page, we described a survey where 37 out of 80 subjects asked indicated they would vote social democrat. Our   = 37/50 = 0.4625, n=80. Plus these into the formula to get: Error=0.1093 (rounded). Thus,  “estimate + error” goes from 0.3532 to 0.5718.  Not very precise.
We can turn this around to create a formula for the number of observations needed to achieve a particular error – just solve the above formula for n :



Recall that the 1.96 comes from the two tails of the curve with 2.5% probability on each end, or an “alpha” of 5% (total of the two).  If we want other alphas, traditionally either 1% or 10% instead of 5%, we simply replace the value of 1.96 with the corresponding values for the other alpha.
Central to our calculations is the fact that, if x is a variable with mean mu and standard deviation sigma, then the variable:

has a normal distribution with mean 0 and standard deviation 1.
In our calculations about percentages, we used a theorem (don’t worry, we won’t state and prove it) that says that, the estimates of a percentage p, estimated with n observations, is approximately normal with mean = np and standard deviation .  Putting these numbers into the last formula, we get the standard normal and the value 1.96 for an alpha (definition of “rare event”) 5%.



	[image: ]
	This picture captures the fundamental concept of statistical testing: 
If some numerical observations follow a bell curve, then most of the observations should cluster around the mean, or average. In this picture, that is zero.  Thus, if we make an observation (usually the average value of a set of observations) that falls in the “tails” of the curve (total of 5% probability), then the observation would be rare if our curve were true. Then, we reject the hypothesis that zero is the mean. 



On the Bell Curve with mean 0 and standard deviation 1, the values that define the boundaries of the two tails are + 1.96.


You can take it from here… 
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